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a b s t r a c t

Optical flow estimation is a challenging problem in the field of video analytics yet. Features of different
semantics levels in a convolutional neural network (CNN) provide information of different granularity. To
exploit such flexible and comprehensive information, we propose a Feature Pyramidal Correlation and
Residual Reconstruction Network (FPCR-Net) for optical flow estimation from frame pairs. It consists
of two main modules: pyramid correlation mapping and residual reconstruction. The pyramid correlation
mapping module takes advantage of the multi-scale correlations of global/local representation by aggre-
gating features of different scales to form a multi-level cost volume. The residual reconstruction module
aims at reconstructing the sub-band high-frequency residuals of finer optical flow at each stage. Based on
the pyramid correlation mapping, we further propose a correlation-warping-normalization (CWN) mod-
ule to efficiently exploit the correlation dependency. Furthermore, considering the characteristics of flow
warping and alignment, we integrate unsupervised and supervised losses to explore the implicit rele-
vance and explicit constraint. Experimental results show that the proposed network achieves the promis-
ing performance for two-frame-based optical flow estimation on the challenging Sintel and KITTI
2012/2015 datasets.

� 2021 Elsevier B.V. All rights reserved.
1. Introduction

Optical flow estimation is an important yet challenging problem
in the field of video analytics. Recently, deep learning based
approaches have been extensively exploited to estimate optical
flow. Despite the great efforts and rapid developments, the
advancements are not as significant as those achieved in static
image based computer vision tasks. The main reason is that optical
flow is not directly measurable in the wild and it is challenging to
model motion dynamics with pixel-wise correspondence between
two consecutive frames. Optical flow estimation requires the deep
learning model to be trained with more samples consisting of dif-
ferent displacements, and most importantly formulated with more
effective architecture. To increase the utilization of training data,
we propose a novel loss function to incorporate both the supervi-
sion and unsupervision. The supervised training ensures reliable
supervision for learning features, while the unsupervised design
reduces dependencies of the network on the ground-truth optical
flow and is helpful for quick convergence from a few of training
pairs.

Conventional methods attempts to propose mathematical
algorithms of optical flow estimation such as EpicFlow [1] by
matching features of two frames. However, these methods are
complex with high computational complexity, and usually cause
failure cases for motions with large displacements and details.
Convolutional neural networks (CNNs) like FlowNet [2], SpyNet
[3], PWC-Net [4] advance the state-of-the-art performance over
conventional methods, with effective structures for feature corre-
lation exploration and warping. Most of these models, however,
suffer from difficulties in model training and have limitations, such
as lacking joint feature correlation modeling for overall perfor-
mance or residual learning for high-frequency details. Moreover,
limited by the network designs, most of those approaches cannot
leverage detail refinement for performance improvement.

In this paper, an end-to-end architecture is proposed with joint
and effective feature-wise pyramid correlation representation and
residual learning at each stage, which is capable of exploring
dynamics at different granularities of consecutive frames. As
shown in Fig. 1, the proposed pyramid correlation mapping
explores correlations frommulti-level features, and jointly embeds
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Fig. 1. The overall framework with our Feature Pyramid Correlation and Residual Learning Network (FPCR-Net) for optical flow estimation, to explore dynamics at different
granularities (only a 3-stage design is shown). The reconstruction branch yields the correlation features Ck from the backbone which are optimized by the Correlation-
Warping-Normalization (CWN) module (the purple volumes in the reconstruction branch), and the generated optical flow is refined by residual features Rk from the residual
learning branch. The blue and red arrows are convolution and transposed convolution operations, respectively.
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the cost volumes. Cost volumes are calculated from correlation
operation in different scales to measure the effect of correspon-
dence relationships and to capture more edge or texture details
of correlation operation. The contextual residual reconstruction
module is used to refine optical flow details with the context for
multi-stage optical flow estimation networks, which predicts the
residuals through a coarse-to-fine architecture. In addition, we
present a correlation-warping-normalization (CWN) module for
pyramid feature warping and normalization of the input frames.
Based on the pyramid representations of the multi-level correla-
tion features, it is essential to use an efficient structure, i.e. CWN
module. CWN deploys features from the backbone to calculate
multi-level cost volumes, which are multi-correlation learning to
estimate flow accurately, especially for small displacements.

To summarize, the main contributions of this work are
threefold:

� We propose a pyramid correlation mapping operation for
jointly exploring the cost volumes in different scales, to better
capture detailed motion information from multi-scale features.
Besides, we present a CWN module to fuse features from the
backbone and cost volumes in the reconstruction branch, to
refine intrinsic estimated flow by optimizing warped feature
and cost volume.

� We propose a contextual residual learning branch for optical
flow reconstruction, which leverages sub-band high-frequency
residuals to help reconstruct fine granularity optical flow details
at each stage.

� We propose a novel loss function for optical flow estimation,
which uses supervised as well as unsupervised learning cues
to achieve better performance. Besides, we introduce the flow
regularization into loss function, to preserve the smoothness
of flow areas and allow for discontinuities.

2. Related work

Optical flow estimation has made great progress in recent years.
Weinzaepfel et al. [5] propose DeepFlow which performs to corre-
late multi-scale patches to calculate cost volume, and uses a built-
in smoothing algorithm on the set of output correspondences.
Revaud et al. [1] propose EpicFlow that computes a sparse set of
matches between the two images and then interpolates them to
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dense flow. Bailer et al. [6] propose a dense correspondence field
approach with patch matching techniques and multi-scale match-
ing strategy.

Many machine learning techniques are also applied in this task.
Sun et al. [7] study both the brightness constancy error and the
spatial properties of optical flow in a high-order random field.
Rosenbaum et al. [8] model the local statistics of optical flow using
Gaussian mixtures. Wulff and Black [9] propose PCA-Flow that uti-
lizes a set of basis flow fields to estimate optical flow from sparse
feature matches. Nir et al. [10] represent image motions by over-
parametrization model. However, these methods are limited with
the large number of coefficients and heavy computational
complexity.

With the development of deep learning, CNNs provide better
performance with deep discriminative features in many computer
vision tasks, such as image recognition [11,12] and segmentation
[13,14]. Moreover, CNN-based methods also achieve a break-
through on optical flow estimation. Zagoruyko et al. [15] first intro-
duce CNN-feature matching and then some methods use CNN
models for image patches matching in optical flow estimation.
Güney et al. [16] utilize feature representation and formulate opti-
cal flow estimation in Markov random field. Zweig and Wolf [17]
propose InterpoNet which utilizes a convolutional network based
sparse-to-dense interpolation to estimate optical flow. Thewlis
et al. [18] propose a Deep Matching formulation method as an
end-to-end CNN. Gadot [19] and Bailer et al. [20] use patch match-
ing algorithm under Siamese network architectures with heavy
computing. Chen et al. [21] use a coarse-to-fine PatchMatch
method with sparse seeds of over-segmentation to estimate optical
flow. Moreover, patch matching based methods lack the capacity
to apply to the larger context of the entire image because of the
small image patches operator. Dosovitskiy et al. [2] design Flow-
Net, which is an important CNN exploration on optical flow esti-
mation with encoder-deconder architecture, of which FlowNetS
and FlowNetC are proposed with simple operations. However,
the number of parameters is large with heavy calculation on corre-
lation. Ilg et al. [22] propose FlowNet2 with milestone perfor-
mance, which is a cascaded network based on FlowNetS and
FlowNetC. However, it has huge number of parameters and expen-
sive computation complexity.

To improve the performance and save the calculation cost, sev-
eral methods attempt to balance speed and accuracy for optical
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flow estimation. Ranjan et al. [3] present a compact network
named SPyNet with multi-level representation learning. Neverthe-
less, the performance is not satisfactory with simple network
architecture. To improve the performance of lightweight networks,
Hui et al. [23] leverage a compact LiteFlowNet and Sun et al. [4]
propose PWC-Net, which both introduce lightweight networks
with high accuracy into optical flow estimation task. They utilize
light feature-level matching and warping motivated by conven-
tional methods. LiteFlowNet [23] involves cascaded flow inference
for flow warping and feature matching, and feature-driven local
convolution (f-lconv) for flow regularization. PWC-Net et al. [4]
proposed a novel cost volume constructed by feature pyramid
extraction and feature warping, and uses context network for opti-
cal flow refinement. Chen et al. [24] utilize TV-wavelet regulariza-
tion to make up for lost motion information. Chen et al. [25] adopt
different filtering operations for regularization with respect to con-
sistency. Mei et al. [26] exploits the unequal probability as the
weight with non-local information to estimate stable optical flow
despite illumination changes. Zhai et al. [27] integrate local fea-
tures with their global dependencies and focuses on important fea-
tures and suppresses unimportant spatial features.

Occlusion is one of the key challenges in optical flow estima-
tion. Several methods utilize additional information or novel mod-
ules to predict the occlusion map and help to estimate optical flow.
MirrorFlow [28] exploits the occlusion-disocclusion symmetry in
joint optical flow to deal with occlusion. Hur et al. [29] are based
on popular networks, including FlowNet and PWC-Net, and use
bilateral filters to refine blurry flow and occlusion. ContinualFlow
[30] integrates occlusion estimation into decoder part and incopo-
rates information of past frames to improve flow estimation.

Due to the difficulties of getting ground truth of real-world data,
many unsupervised and self-supervised methods are proposed.
Wang et al. [31] utilize forward and backward warping to facili-
tates the learning of large motion. UnFlow [32] introduces a novel
bidirection census loss to deal with occlusion and improve the
accuracy of unsupervised optical flow estimation. Janai et al. [33]
utilize three frames to get temporal constraints, which improve
the unsupervised optical flow estimation in occluded regions. SelF-
low [34] combines supervised learning and self-supervised learn-
ing to enhance multi-frame optical flow estimation.

Inspired from these methods, our method utilizes an encoder-
decoder architecture for two-frame based optical flow estimation
without the auxiliary of occlusion. To improve the generalization
ability and involve flow regularization, our method introduces an
unsupervised loss term and a flow penalty loss term. In addition,
we propose a contextual refinement branch to learn reconstruction
residuals for fine-grained global refinement of flow field
estimation.
3. FPCR-Net

Optical flow denotes the dense motions between two consecu-
tive frames, and optical flow estimation aims to estimate the dense
optical flow from RGB images. The features of different layers/
stages of a convolutional neural network can provide representa-
tions of different granularities and details. Fig. 1 shows the overall
flowchart of our framework called Feature Pyramid Correlation and
Residual Learning Network (FPCR-Net) for optical flow estimation.

To exploit the flexible and comprehensive information for
motion dynamics in space and time, we propose three key compo-
nents — pyramid correlation mapping, CWN module embedding, and
contextual residual learning in the backbone, the main reconstruc-
tion branch, and the residual learning branch, respectively. The
encoder-decoder architecture is adapted for optical flow prediction
like FlowNetC [2], with the pyramid correlation mapping and CWN
348
module embedding to explore the representation of multi-level cor-
relation feature efficiently, and the contextual residual learning
branch utilizing for fine-grained feature reconstruction, as shown
in Fig. 1.
3.1. Pyramid correlation mapping

Most CNN-based methods for optical flow estimation use frame
feature extractor (backbone) modified from FlowNetC [2] with
down-sampling and high-level feature correlation of input frames.
Each layer extracts corresponding features to transform the two
input frames to pyramidal multi-scale and multi-dimensional rep-
resentation with shared weights. To reduce the computational
complexity and take advantage of multi-level features, inspired
by LiteFlowNet [23] and PWC-Net[4], we perform short-range cor-
relation for each pyramid level features, instead of long-range cor-
relation at a single level like FlowNetC. The backbone utilizes a
pyramid correlation architecture to extract multi-scale feature
maps. Cost volumes at different scales are used for coarse-to-fine
optical flow prediction. For the high-level cost volume, large dis-
placements could be represented by features in adjacent pixels,
which is essential for challenging cases like motion blur and large
deformation. Likewise, low-level features contain detailed infor-
mation such as edges, shapes, and textures, and small displace-
ments could be more efficiently represented by the low-level
cost volume. Moreover, to reduce the burden of correlation, we
use an atrous convolution pyramid module with stride¼2 and out-
put channels of 16, 32, 64, 96, and 128 in feature extraction for
sparse correlation instead of traditional convolution. Besides, we
propose a pyramid correlation mapping operation for multi-level
cost volume, to yield more edge or texture correlation details for
different scales. Fig. 2 indicates the process of the operation. For
each frame of an input pair, atrous convolutions with the dilation
rates of 1, 2, 4, and 8 are used for extracting feature maps at each
convolutional layer to expand the correlation search region and
preserve the details of edges and textures.

Let Fk;i denote the k-th level feature extracted from the network
of input image Ii. Specially, F0;i means the original image Ii. The sin-
gle correlation at the k-th level is calculated as follows.

Cs
kðx1; x2Þ ¼

X
o

ðfk;1ðx1 þ oÞÞ>fk;2ðx2 þ oÞ; ð1Þ

where o denotes the offset of correlation operation, and
o 2 ½�n; n� � ½�n;n� for search region. fk is the flattened column vec-
tor of Fk. We leverage a pyramid correlation mapping operation
based on single correlation for aggregating different level cost vol-
umes. The details of this calculation are shown as:

Ck ¼
Cs

1; k ¼ 1;
Cs

k � ðCk�1 +Þ; k > 1;

�
ð2Þ

where + is the down-sampling operator with average pooling and
channel reduction at the rate of 1

2, and � denotes the concatenating
across the channel dimension.
3.2. Correlation-warping-normalization module

Inspired by FlowNet2 [22] and PWC-Net [4], the multi-
component warping and correlation module is proposed within
the reconstruction branch, i.e. Correlation-Warping-Normalization
(CWN) Module, shown in Fig. 3. This module fuses the cost vol-
umes from pyramid correlation mapping and involves the normal-
ization operator to feed into multi-layer CNN flow estimator, for
refining the up-sampled optical flow with both large and small dis-
placement motion modeling.
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Fig. 2. Illustration of the pyramid correlation mapping operation, which calculates and aggregates multi-scale cost volumes. (a) single correlation of high-level low-resolution
features, (b) correlation of multi-level features, (c) correlation and mapping of multi-level features.

Fig. 3. Details of CWN module with correlation, warping and normalization units.
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Correlation andWarping. For stage k of the reconstruction, the
features Fk;i construct a cost volume which contain the patch-wise
matching scores by pyramid correlation mapping Ck. In addition,
the feature map Fk;2 is warped to the view of Fk;1, denoted by ~Fk;2,

via the bicubic up-sampling flow from stage k� 1. Then ~Fk;2 is cor-
related with Fk;1, and the cost volume contains errors from the
coarse features, especially around the edges on I1, indicating the
implicit optimization attention region for auxiliary learning of Ck.
Besides, the motion range of this operation is set to a small value
of 4, further reducing parameters in correlation mapping.

Normalization. Compared with other normalization methods,
channel-wise normalization is much more useful in this task to
aid generalization for feature representation. We propose the
channel normalization operation, and establish the cost volume
normalization and flow normalization for correlation feature
fusion and normalization. Denote the feature as V, and the channel
normalization defines as:

Nðx; cÞ ¼ Vðx; cÞ= a
X
x

Vðx; cÞð Þ2 þ �

 !b

; ð3Þ

where c denotes the channel of V. a;b and � denote the multiplier,
the exponent and the additive constant with a small value for nor-
malization term, respectively. We use a ¼ 0:99;b ¼ 0:5 and
� ¼ 0:01.

3.3. Contextual residual reconstruction

To explore motion details and occlusion compensation between
frames to learn fine-grained residual representation, we construct
our network by utilizing the pyramid contextual framework for
coarse-to-fine residual learning, as shown in Fig. 1. For stage k,
the residual learning branch is independently structured with
refining the residual map from stage k� 1. As shown in Fig. 4 (f),
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this branch contains the cascades of convolution stack module
for refining residual features and one transposed convolutional
layer for 2� up-sampling to fuse with the output of CWN module.
Compared with the single convolutional layer (Fig. 4 (d)) and the
original residual block in ResNet [12] (Fig. 4 (e)), the proposed con-
volution stack module is a cascade of two parts: 1) the atrous pro-
jection block and 2) the single residual block. The atrous projection
block utilizes atrous pyramid convolution with dilated rates of 1, 2
and 4, to explore the contextual information with different recep-
tive fields. Due to the similarity of function at each stage, the
parameters of the convolution stack module are partially shared
except the atrous convolution and the last convolution layer, in
order to reduce the parameter number and increase the non-
linearity of the network. For the up-sampling layer, as shown in
Fig. 4 (a) (b) and (c), we use three schemes of refinement opera-
tions with different up-sampling location.
3.4. Training loss function

According to the optical flow characteristics, we proposed a loss
function incorporating both supervised and unsupervised con-
straints. For the k-th level, the total loss function is as follows.

L/;k ¼ LS
/;k þ kLU

/;k þ gLR
/;k ð4Þ

where / denote the network parameters that predict the optical
flow, and LS

/;k;L
U
/;k and LR

/;k denote the supervised, unsupervised
and regularization loss, respectively. Fig. 5 shows the training loss

on the original input images Ii (or F0;i), ground truth Ŵ0 and corre-
sponding predicted optical flow W0. k and g are the coefficients to
balance the three loss term. Actually, the loss is used for multi-
stage optical flow prediction with different loss weights as follows.



Fig. 4. Details of feature residual learning branch. We compare three types of refinement operations with different up-sampling location. (a) late up-sampling; (b) middle up-
sampling; (c) early up-sampling. The red arrows are the transposed convolution operation, and the blue dotted-line arrows are the stacks of convolution unit in (d) 3�3
convolutional layer, (e) the original residual block in ResNet[12], or (f) the proposed atrous residual block, which are stacked by different output channels. for refinement.
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Fig. 5. Illustration of the loss function with multiple losses.
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Supervised Loss. The supervised loss term measures the pixel-
wise deviation between the predicted optical flow from two frames
and the ground truth, and we utilize the end-point error loss as the
supervised loss function according to the standard metric on the
test of optical flow estimation results. In addition, the smooth-‘1
loss is used for spatial constraint optimization.

LS
/;k ¼

X
x

X
d2fu;vg

ðWkðx;dÞ � Ŵkðx; dÞÞ
2

 !1
2

þ
X
x

X
d2fu;vg

Wkðx;dÞ � Ŵkðx;dÞ
��� ���;

ð5Þ

where d denotes the direction index to indicate the component of

the optical flow (Wk and Ŵk), i.e., either the horizontal component,
marked by u, or the vertical component, marked by v.
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Unsupervised Loss. The unsupervised term of loss function
optimizes the direct image or feature alignment error according
to data fidelity as follows.

LU
/;k ¼ sumx Fk;1ðxÞ � Fk;2ðxðx;WkðxÞÞÞ

�� ��; ð6Þ

where xðx;WkðxÞÞ is the warping function to generate rectified
images or features from Fk;2 to the view of Fk;1 by predicted optical
flow WkðxÞ. We evaluate the multi-level alignment loss at the val-
ues of Fk;1 and the reconstructed features of Fk;2 that warp to a valid
location into the second image using linear interpolation for
subpixel-level warping due to occlusion or overlapping.

Regularization Loss. Note that optical flows are piece-wise
smooth signals: neighbouring pixels within an object tend to have
similar motions while pixels of different objects tend to have dif-
ferent motions. As a result, optical flow appears as smooth areas



1 Slong schedule starts from learning rate of 10�4 and reduces the learning rate by
0.5 at 0.4 M, 0.6 M, 0.8 M, and 1 M iterations, and then learning rate of Sfine schedule
starts at 1.2 M iterations from 10�5 and reduces at 1.4 M, 1.5 M, 1.6 M iterations.
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separated by curves of object contours, which can be characterized
by signal priors such as Markov random field (MRF), and sparse
gradient. The gradient sparseness of optical flow has been widely
exploited in optical flow estimation based on variational optimiza-
tion [35,1], and has shown powerful regularization in reconstruct-
ing both smooth areas and sharp discontinuities, such as edges and
contours. Encouraged by these works, we introduce the prior of
gradient sparseness into our training loss. Instead of using the ‘1-
norm as sparse prior, we introduce the pixel-wise weighting term
to suppress large variations in smooth regions while allow sharp
transitions around discontinuities of optical flow. To this end, we
design the pixel-wise weighting term as the negative exponential
of the pyramidal feature gradients, expð� rFk;1ðxÞ

�� ��Þ, as the discon-
tinuities of Wkðx; dÞ are usually consistent with image edges esti-
mated by rFk;1ðxÞ

�� ��. Our regularization loss is formulated as the
following weighted ‘1-norm of optical-flow gradient.

LR
/;k ¼

X
x

X
d2fu;vg

rWkðx; dÞj j � expð� rFk;1ðxÞ
�� ��Þ; ð7Þ

where � denotes the Hadamard product operator.

4. Experiments

In this section, we first describe the training and test datasets,
and implementation details. Then we study the effects of different
factors in our designed network. Finally, we compare our approach
with several state-of-the-art approaches.

4.1. Datasets

FPCR-Net is trained on the FlyingChairs dataset [2] and the Fly-
ingThings3D dataset [36]. The FlyingChairs dataset contains about
22 k image pairs and their optical flow of chairs on different back-
ground images with only planar motions (translation and rotation).
The FlyingThings3D dataset [36] is a 3D-version motion object
dataset which consists of 22 k random scenes with 3D models
moving in front of static 3D background scenes.

The effectiveness of the proposed framework is validated on the
Sintel dataset [37] and KITTI [38,39] datasets, which are popular
optical flow estimation benchmarks. The MPI Sintel dataset is a
large dataset with dense ground truth for both small and large dis-
placement magnitudes. There are 1,041 training image pairs for
two passes — Clean and Final. The Final pass contains motion blur
and atmospheric effects, while the Clean pass has clear edges and
single light environment. The labels of optical flow are acquired
from rendered synthetic scenes to realistic image appearance.
The KITTI 2012 dataset [38] and the KITTI 2015 dataset [39] con-
tains 394 training pairs totally with large displacements. The
ground truth is sparse obtained from real world scenes by captur-
ing the scenes by the RGB camera and LiDAR - a 3D laser scanner
simultaneously. Limited to the devices, the labels are sparse and
captured from only street scene.

4.2. Data augmentation

We use the common augmentations including geometric trans-
formations (translation, rotation and scaling), dynamic changes in
low-level attributes (brightness, contrast, gamma and color) and
Gaussian noise injection. In addition, we adapt two special
schemes for data augmentation.

Motionless Injection. Considering the dynamic range of pre-
dicted optical flow and the complexity of the network, our pro-
posed network are trained by including motionless frames with
all-zero optical flow maps, to reduce the jitters of the predicted
flow. 3 k training images are selected randomly from both Fly-
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ingChairs dataset and FlyingThings3D dataset, and each image is
filled into both the first and the second frame. Naturally, the optical
flow map is all-zero filling.

Motion Reversal. To improve the utilization of the training
data, we take advantage of the dataset containing the optical flow
labels referred to both the previous frame (forward flow) and the
next frame (backward flow), i.e. FlyingThings3D dataset. Generally,
the frame pair and the forward optical flow are used as the training
data. Besides, we reverse the frame pairs with the opposite number
of the backward optical flow as the augmented training data.

As shown in Table 1, both of the two schemes improve the per-
formance on FlyingChairs and FlyingThings3D datasets. The results
illustrate that motion augmentation is useful in model training of
optical flow estimation task.
4.3. Implementation details

Training from Scratch. According to the training strategy in
FlowNet2, the same loss weights are used among stages with
0.32, 0.08, 0.02, 0.01, 0.005. At each stage, the trade-off weights k
and g of loss function L/;k are set to 0.05 and 0.005, respectively.
We train our network by the following steps: 1) The backbone and
the main branch of reconstruction are trained firstly for 120 k
epochs using the learning rate schedule Slong for 150 k epochs on
the FlyingChairs dataset, and fine-tuning on the FlyingThings3D
dataset by the Sfine learning rate schedule for 125 k epochs intro-
duced in [22] 1. 2) The residual learning branch is trained after the
last step with fixed parameters of the backbone and the main branch
for 100 k epochs using the same schedule as step 1. 3) The whole
network is trained without fixed parameters followed by step 2
using the Sfine learning rate schedule on the FlyingThings3D dataset.
We scale the ground truth flow by 20 for easy training and down-
sample it as the supervision labels at different levels. Experiments
are conducted with the batch size of 8 on two NVIDIA GTX 1080 Ti
GPUs (11 GB�2).

Fine-tuning. The object and motion are not comprehensive in
each task and it is not quite sufficient to transfer the model to
another dataset with different scene and movable objects. We
fine-tune the networks on the target datasets for better perfor-
mance, e.g. the Sintel dataset and the KITTI datasets, with the
learning rate schedule Slong for 100 k epochs. The networks are
fine-tuned with a batch of 8 on two NVIDIA GTX 1080 Ti GPUs as
well.
4.4. Ablation study

In this subsection, we will analyze the effectiveness of the pro-
posed pyramid correlation mapping component and the CWN
module, and discuss the architecture design of residual learning,
respectively.

Effectiveness of Pyramid Correlation Mapping. Aggregation of
multi-level correlated cost volume provides the opportunity to
jointly explore the motion details at the video level. The perfor-
mance of our scheme in comparison with the baseline scheme on
the Sintel training Clean dataset is shown in Table 2. As the results
indicated, the ‘‘pyramid correlation mapping” scheme, with multi-
level respective fields, achieves 0.20 and 0.32 decrease in average
end-point error (AEE) compared with baseline measured in Sintel
training clean trained by the FlyingChairs dataset and fine-tuned
by the FlyingThings3D dataset.

Effectiveness of CWN Module. The CWN module fuses correla-



Table 1
Comparison of augmentation with different schemes on the Sintel training Clean pass. The network is trained on FlyingChairs and fine-tuned on FlyingThings3D. ‘‘MI” and ‘‘MR”
denote Montionless Injection and Motion Reversal in data augmentation, respectively.

Dataset w/o MI/MR w/ MI w/ MR w/ MI + MR

FlyingChairs 4.23 4.13 3.91 3.82
FlyingThings3D 3.34 3.27 3.17 3.11

Table 2
Comparison of training pyramid correlation mapping with different correlation
schemes in Fig. 2. Numbers indicate the AEE on Sintel training Clean. ‘‘sc.” ‘‘pc.” and
‘‘pcm.” denotes the three correlation schemes — single correlation, pyramid corre-
lation and pyramid correlation mapping. The network is trained on the FlyingChairs
dataset first and fine-tuning on the FlyingThings3D dataset.

Dataset sc. pc. pcm.

FlyingChairs 3.82 3.67 3.62
FlyingThings3D 3.11 2.88 2.79

Table 4
Comparison of residual learning branch with different architectures in Fig. 4 on Sintel
training Clean. the early-upsampling scheme performs better than the others with
FlyingThings3D fine-tuned.

Dataset late mid. early
up-sampling up-sampling up-sampling

FlyingChairs 3.58 3.49 3.50
FlyingThings3D 2.87 2.76 2.69
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tion features from pyramid correlation mapping and the coarse
flow from the last stage efficiently for accurate flow estimation.
We show the performance of architectures with different compo-
nents and correlation features from pyramid correlation mapping
in Table 3. The entire CWN module with pyramid correlation map-
ping gets the better performance and each component makes con-
tributions to the network with more correlation details, less
warping error and accurate relative values.

Comparisons on Residual Learning Branch Designs. We have
designed a residual learning branch for finer optical flow recon-
struction. This branch consists of a transposed convolution layer
and convolution units in Fig. 4(f)(f) to explore motion details and
occlusion compensation between frames to learn fine-grained
residual representation. We have tried three network structures
with different locations of up-sampling shown in Fig. 4(a)(b)(c).
The numbers of convolution unit output channels are 64, 64, 128
and 256 in the entire branch, respectively. We show the results
of these structures in Table 4 with experiments conducted on the
Sintel training Clean pass. As the results indicated, the early up-
sampling scheme achieves better performance than others with
detail-preserving flow field learned from large-scale features. To
evaluate the effectiveness of the residual branch, we have also
compared our residual branch with different units, i.e., the 3�3
convolutional layer, the original residual block, and the proposed
atrous residual block in Fig. 4 (d) (e) and (f), respectively. As shown
in Fig. 6 (b) and (c), the residual branch significantly improves the
performance by leveraging high-frequency details. In addition, as
shown in Table 5, compared with the original residual block shown
in Fig. 6 (d), our proposed residual branch helps to obtain more
accurate and informative residual maps by large receptive fields,
and thus achieve higher prediction accuracy in terms of AEE.

Comparisons on Different Loss Combinations. We design the
loss function for self-learning and regularization. Table 6 compares
the loss of different components. Although utilizing unsupervised
Table 3
Comparison of training CWN with different components on AEE on Sintel training
Clean. ‘‘C-W” denotes the correlation and warping module and ‘‘C-W-N” denotes the
entire CWN module.

Dataset C-W C-W-N C-W-N C-W-N
w/ sc. w/ pc. w/ pcm.

FlyingChairs 3.54 3.50 3.44 3.41
FlyingThings3D 2.91 2.87 2.80 2.66
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term only performs poorly, combining it with supervised term
could indeed improve the performance. In addition, the regulariza-
tion loss decreases the AEE by 0.38 on Sintel Final pass (S + U+R vs.
S + U), while the training time only increases by 3.26% (1330 s/
epoch for S + U+R vs. 1288 s/epoch for S + U). Moreover, the all-
term utilized loss achieves the best performance on Sintel training
Clean and Final passes. The results suggest that it is effective to uti-
lize different types of loss term for parameter optimization.

Furthermore, to verified the effectiveness with unlabeled data,
UCF101 dataset [40] is used for training without the supervised
loss term. UCF101 is a human action recognition dataset without
optical flow labels, including 13,320 video clips. Besides, the unla-
beled target dataset (i.e. Sintel training set) is used as well. As
shown in Table 7 the results show that the proposed loss with
extra unlabeled data are effective for optimizing the network
parameters by the implicit characteristics with warping and align-
ment. With the large number of the unlabeled training data, the
training scheme with UCF101 achieves better performance, which
decreases the AEE by 0.11 and 0.08 on Sintel training Clean and
Final, respectively. The unlabeled Sintel scheme is also useful
because of the objective distribution in the target feature space,
which decreases the AEE by 0.06 and 0.05, respectively.

Effectiveness of Different Component Options. We explore
the contribution of each component option by calculating the
AEE with some of the components enabled or disabled in Table 8.
The training time increases when different components are utilized
with more comprehensive computation, and the training time of
the full network increases by 27.5% against the baseline. Fig. 7
illustrates the component-accumulated examples of flow fields
on the Sintel dataset. We can see that the small-magnitude arti-
facts are restrained and the smaller AEE is achieved with the com-
ponents accumulated. In addition, we extract the features of
warped image ~I2 for unsupervised loss term and learned residual
details at the last stage. By involving these useful items, the net-
work addresses accurate optical flow with detail-preserving.
4.5. Runtime and computational complexity

For a fair comparison, we measure the runtime of different CNN
methods with Intel Core i5 CPU and NVIDIA GTX 1080 Ti GPU. Tim-
ings are averaged over 100 runs for images in Sintel of size
1024�436. As summarized in Table 9, our method is 2 times faster
than FlowNet2, and 1.5 times faster than LiteFlowNet. Due to the
modules of pyramid correlation mapping and contextual residual
reconstruction, our method is slower than PWC-Net. However,
our method models the high-frequency information and preserves



Fig. 6. Examples of learned residual maps and predicted flow maps from residual reconstruction refinement with different units. Our proposed atrous convolution scheme
achieves the better performance. (Zoom in for details.).

Table 5
Comparison of residual learning branch with different units on Sintel training Clean and Final passes.

Dataset w/o Refine. w/ 3�3 Conv. w/ Original Res Block w/ Atrous Res Block

Sintel training Clean 2.66 2.43 2.35 2.24
Sintel training Final 3.70 3.59 3.57 3.50

Table 6
Comparison of different terms of loss function in Eq. 4 on Sintel training Clean and Final passes. The network is trained on FlyingChairs and fine-tuned on FlyingThings3D. ‘‘S” ‘‘U”
and ‘‘R” denote Supervised, Unsupervised and Regularization terms in training loss, respectively.

Dataset U� S S + U S + R S + U+R

Sintel training Clean 15.83 2.44 2.33 2.38 2.24
Sintel training Final 18.27 4.13 3.88 3.95 3.50

Training time (s/epoch) 1034 1183 1288 1222 1330

� ‘‘U” is trained on FlyingChairs with labels and finetuned by the unsupervised term with unlabeled FlyingThings3D. It would be not converged to train from scratch with all
unlabeled FlyingChairs and FlyingThings3D.

Table 7
Comparison of training with/without extra unlabeled data on Sintel training Clean and Final passes. The unlabeled data is used for training with labeled FlyingChairs and
FlyingThings3D. The values in parentheses are the results of the networks on the data they were trained on.

Dataset w/o unlabeled data w/ unlabeled UCF101 w/ unlabeled Sintel

Sintel training Clean 2.24 2.13 (2.18)
Sintel training Final 3.50 3.42 (3.45)

Table 8
Ablation study of our component choices of the network. Average end-point error Results of our FPCR-Net with different components of pyramid correlation mapping, CWN
module and early up-sampling residual learning branch on Sintel training Clean and Final passes. The values in parentheses are the results of the networks on the data they were
trained on.

Baseline
p p p p p p

Pyramid corr. � p p p p p
CWN module � � p p p p
Residual reconstruction � � � p p p
Finetune � � � � w/o label w/ label

Sintel training Clean 3.11 2.78 2.66 2.24 (2.18) (1.58)
Sintel training Final 4.57 3.82 3.70 3.50 (3.45) (1.97)

Training time (s/epoch) 1043 1149 1227 1330 – –
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more details via the specific modules for accurate optical flow
estimation.

4.6. Hyper-parameter analysis

We integrate three loss terms in FPCR-Net — supervised term,
unsupervised term and regularization term. Empirically, regular-
ization term is used to smooth the variation. Unsupervised part
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could optimize the model without annotation, while this term
would involve artifacts with the large displacement and is difficult
to converge. Consequently, we set the trade-off weights of unsu-
pervised term and regularization term as smaller values. In
Table 10, we compare individual contributions of different loss
terms, demonstrating that k ¼ 0:05 and g ¼ 0:005 is the best
choice.



Fig. 7. Results on Sintel training Clean and Final passes. Pyramid correlation mapping, CWN module and residual learning all improve the performance. And we indicate the
learned residual and warped I2 at the top stage. (Zoom in for details.).

Table 9
Comparison of the runtime of different CNN methods (Inference on Intel Core i5 and NVIDIA GTX 1080 Ti).

Methods No. of param. (M) Runtime (ms) Frame rate (fps)

FlowNetC [2] 39 38.8 26
FlowNet2 [22] 163 105.5 10
LiteFlowNet [23] 5.4 72.1 14
PWC-Net [4] 8.8 37.2 27

FPCR-Net(Ours) 12.4 45.6 22

Table 10
Comparison of different coefficients of loss terms on Sintel training Clean and Final passes. The network is trained on FlyingChairs and fine-tuned on FlyingThings3D.

k 0 0.1 0.05 0.01 0 0 0
g 0 0 0 0 0.01 0.005 0.001

Sintel training Clean 2.44 2.38 2.33 2.34 2.40 2.38 2.43
Sintel training Final 4.13 3.93 3.88 3.90 3.98 3.95 4.04
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4.7. Comparison with state-of-the-art methods

We compare our proposed scheme with state-of-the-art
approaches in Table 11. We evaluate the performance on the Sintel
and KITTI datasets. For both datasets, we use the provided evalua-
tion protocol and report the AEE. For fair comparison, the extra
unlabeled data are not used for training. We can see that our
scheme achieves the best performance for two-frame based optical
flow estimation, with 4.07 and 4.94 of AEE on the Clean and Final
passes of Sintel dataset, especially on the Sintel Final pass with a
significant performance, with improvement by 0.80, 1.15 and
0.10 in terms of AEE against FlowNet2, LiteFlowNet and PWC-
Net, respectively; and 1.4 of AEE on the KITTI 2012 dataset and
7.61% of Fl-all on the KITTI 2015 dataset, respectively.

As shown in Fig. 8, our results are compared with some compet-
ing results from baseline methods for two-frame-based optical
flow estimation — FlowNet2, LiteFlowNet, and PWC-Net on the
Sintel and KITTI datasets. We can see that our FPCR-Net gets better
performance, and finer details are well preserved with fewer arti-
facts of our method. However, the smaller or slimmer objects are
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the challenges for the network of which edges are not preserved
effectively, and we will perform further study on the more chal-
lenging cases in the future.
5. Conclusion

To model the motion details in videos for accurate optical flow
estimation, we propose a pyramid correlation mapping and resid-
ual reconstruction framework — FPCR-Net, to enable the joint anal-
ysis of pyramid cost volume and the refinement by stages. The
pyramid correlation mapping module takes advantage of the
multi-scale correlations of both global and local representation
by aggregating features of different scales, while the residual
reconstruction module aims to reconstruct the sub-band high-
frequency residuals of finer optical flow at each stage. Experiment
results show that the proposed scheme achieves the promising
performance, with significant improvement against FlowNet2,
LiteFlowNet and PWC-Net on the Sintel dataset and the KITTI
2012/2015 dataset.



Table 11
AEE and Fl-all of different methods on Sintel Clean/Final and KITTI 2012/2015. The ‘‘-ft” suffix denotes the fine-tuned networks using the target dataset. The ‘‘-wol” suffix denotes
the network using the target dataset without labels. The values in parentheses are the results of the networks on the data they were trained on, and hence are not directly
comparable to the others.

Method Sintel Clean Sintel Final KITTI 2012 KITTI 2015

train test train test train test train train(Fl-all) test(Fl-all)

DeepFlow [5] 2.66 5.38 3.57 7.21 4.48 5.8 10.63 26.52% 29.18%
EpicFlow [1] 2.27 4.12 3.56 6.29 3.09 3.8 9.27 27.18% 27.10%
FlowFields [6] 1.86 3.75 3.06 5.81 3.33 3.5 8.33 24.43% –
Full Flow [41] – 2.71 3.60 5.90 – – – – –
Deep DiscreteFlow [16] – 3.86 – 5.73 – 3.4 – – 21.17%
Patch Matching [20] – 3.78 – 5.36 – 3.0 – – 19.44%
DC Flow [42] – – – 5.12 – – – – 14.86%
FlowNetS [2] 4.50 7.42 5.45 8.43 8.26 – – – –
FlowNetS-ft [2] (3.66) 6.96 (4.44) 7.76 7.52 9.1 – – –
FlowNetC [2] 4.31 7.28 5.87 8.81 9.35 – – – –
FlowNetC-ft [2] (3.78) 6.85 (5.28) 8.51 8.79 – – – –
FlowNet2 [22] 2.02 3.96 3.54 6.02 4.01 – 10.08 29.99% –
FlowNet2-ft [22] (1.45) 4.16 (2.19) 5.74 (1.28) 1.8 (2.30) (8.61%) 11.48%
SPyNet [3] 4.12 6.69 5.57 8.43 9.12 – – – –
SPyNet-ft [3] (3.17) 6.64 (4.32) 8.36 (3.36) 4.1 – – 35.07%
LiteFlowNet [23] 2.48 – 4.04 – 4.00 – 10.39 28.50% –
LiteFlowNet-ft [23] (1.35) 4.54 (1.78) 5.38 (1.05) 1.6 (1.62) (5.58%) 9.38%
PWC-Net [4] 2.55 – 3.93 – 4.14 – 10.35 33.67% –
PWC-Net-ft [4] (2.02) 4.39 (2.08) 5.04 (1.45) 1.7 (2.16) (9.80%) 9.60%
3DFlow [25] – 3.92 – 6.13 – – – – 26.19%
WRT [26] – 8.24 – 9.46 – – – – 33.39%
SegFlow [21] – 3.36 – 6.73 – – – – 27.91%
TV-Wavelet-Flow [24] – 3.36 – 6.91 – – – – 22.41%
DCFlow + KF2 [43] 2.07 3.65 3.25 5.07 – – – – –
PWC-Net + KF2 [43] 1.75 3.75 2.28 4.98 – – – – –
Zhai et al. [27] 2.19 4.79 3.71 6.81 3.63 4.57 9.51 – 27.04%

FPCR-Net (Ours) 2.24 – 3.50 – 4.35 – 11.83 33.57% –
FPCR-Net-ft-wol (Ours) (2.18) 7.83 (3.45) 9.25 (4.09) 4.2 (10.46) (29.68%) 30.78%
FPCR-Net-ft (Ours) (1.58) 4.07 (1.97) 4.94 (0.93) 1.4 (1.45) (5.38%) 7.61%

Fig. 8. Examples of predicted optical flow from different methods on Sintel training and test sets for Clean and final passes. Our method achieves the better performance and
preserves the details with fewer artifacts. (Zoom in for details.).
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